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Text-based Recommendation
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PLM Empowered News Recommendation
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Text-based Recommendation
Language 

Model
Decoder
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Perplexity困惑度越低
代表跟使用者匹配的機率越高
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Overview of UniTRec
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Unified User-history Modeling
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Unified User-history Modeling — Input

Multi-turn history of a user

Each turn text

Input token
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Unified User-history Modeling — Self-Attention

● Local attention on word-level context

● Global attention on turn-level context
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=> M = 0
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Joint Contrastive Ranking Objectives
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Objective on Discriminative Scores
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 = -log1 = 0 ideal

matching score

unmatched negative candidates’ matching scores

loss



Objective on Candidate Text Perplexity
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Candidate text:

 

wide range
learnable and initialized to 1
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Joint Contrastive Ranking Objectives
D: training dataset / 1 batch
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越接近0越好



Model Initialization and Inference
● Initialize the parameters from pretrained BART

Discriminative scores

Perplexity-based scores

S = log( )     ) + log(       )
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Rank(S) = Rank({0.2, 0.6, 0.7, 0.4}) = [4, 2, 1, 3]
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Dataset
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篇數

平均一篇的字數
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Baseline

● GRU4Rec
● SASRec
● BERT4Rec
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Baseline

● RoBERTa-Sim
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Baseline

● UNBERT
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Baseline – UNBERT
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Evaluation

● MRR (Mean Reciprocal Rank): 

● NDCG (Normalized Discounted Cumulative Gain):

 

● HR (Hits Ratio): 
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N: 總數量
Pi: 第i個文章/物品在推薦列表中的順位



Experiment

● EngageRec dataset contains too much noise (e.g. URL, emoji), 
and the user history contains less number of turns
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Ablation Study

● w/o BART Init
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Ablation Study

● w/o Local-Att => L1 = 3 ->  0
● w/o Global-Att => L2 = 3 -> 0
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Ablation Study

● Dis-Score only
● PPL-Score only
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Conclusion

● UniTRec learns two-level contexts of multi-turn user history 
and jointly exploits discriminative matching scores and 
candidate text perplexity as matching objectives.
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